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Abstract—With explosive growth in the number of mobile
devices mobile malware is rapidly spreading, making security
one of the key issues. Existing solutions, which are mainly based
on binary signatures, are not very effective.

The main contribution of this paper is a novel methodology
to design and implement secure mobile devices by offering a
resource-optimized method that combines efficient, light-weight
malware detection on the mobile device with high precision
detection methods on cloud servers. We focus on the early
detection of behavioral patterns of malware families rather than
the detection of malware binary signatures. Upon detection of an
attack, an alarm is raised and the damage that can be caused
by the detected malware type is estimated. Furthermore, the
database with behavioral patterns is continuously updated, thus
keeping a device resistant to new malware families.

Index Terms—mobile malware; information security; dis-
tributed detection; machine learning; behavioral patterns

I. INTRODUCTION

According to the latest Ericsson report [1], there are about
6.7 billion mobile subscriptions and by the end of 2019,
they are expected to reach around 9.3 billion. However, the
implications on security of such rapid deployment coupled
with always-on connectivity are insufficiently understood. As
stated in [2], threat alerts went up 14 percent year over year.

Mobile devices, such as smartphones and tablets, have
become a prime target for attacks, since users store primarily
sensitive information on them. According to McAfee Labs
[3], in the last two quarters of 2013 new PC malware growth
was nearly flat but appearances of new Android samples grew
by 33%. While the number of mobile malware samples is
increasing rapidly, the increase in the number of malware
families is significantly slower [4]. Due to the increased
number of malware samples, existing solutions, which are
mainly focused on binary signature detection, are not very
effective. Instead, behavioral malware detection, which is more
concentrated on the detection of malware families, should be
used.

To the best of our knowledge, current mobile malware
detection methodologies are either focused on detection al-
gorithms running on the device itself or on entirely offloading
calculations to the cloud side. The advantage of malware
detection on-device is that user data do not have to be
sent to the network and thus, exposed to potential privacy

breaches. Additionally, if the device is under attack a user
receives an early notification about it and has more time
to take appropriate countermeasures. However, any security
mechanism targeted towards mobile systems must take their
limitations into consideration as they may significantly limit
the ability to run complex malware detection systems on the
device. Furthermore, if a user notices that running a malware
detection system drains battery quickly or slows down the
operating system, chances are high that he/she will turn it
off and leave the device unprotected. Due to these reasons,
all computations related to detection are usually offloaded to
the cloud where more sophisticated algorithms are used and
detection can be done with higher confidence.

In order to trade off the advantages and drawbacks of
both sides, we propose a methodology that combines a first
level detection on a mobile device and a second one on a
cloud infrastructure. Taking into consideration the available
computational and power constraints of a mobile device, a
lightweight detection algorithm is running on it. It has local
knowledge about the device and with respect to that is able
to detect suspicious behavior and generate an alarm upon it.
Only upon generation of an alarm, data are sent to the cloud
for further analysis with more complex methods. If a malware
is recognised as such, a notification is sent back to the phone
with possible countermeasures and a damage estimation.

The main purpose of the lightweight algorithm is to serve
as a first level of protection, providing an early notification to
the user about a possible malware infection. It can distinguish
among different malware families with a certain confidence. If
malicious behavior is observed at this level, information about
the potential malware family is sent to the cloud. The primary
goal of running algorithms in the cloud is to detect specific
malware families with more confidence, provide an estimation
about the damage that can be caused with it and advise
on possible countermeasures. If computational resources and
battery power of the mobile device allow it, the cloud may
delegate the detection of specific malware families to the
device itself. This option is introduced in the methodology
since computational and power constraints of some mobile
devices, for example tablets, are becoming less stringent. So
we can expect that in the future, running such algorithms on
these types of a devices is feasible with limited performance
degradation.



In case a new malware family is observed, the system is
updated, and thus more resistant to new malware. One core
advantage of the methodology is that it requires updates only
when new malware families appear, which is not as frequent
as the appearance of new malware samples.

The rest of this paper is organized as follows. First, Section
II lists contributions of the paper. In Section III the state of
the art in mobile threats, behavioral malware detection, feature
selection and extraction, malware detection, and distribution
of malware detection algorithms is given. In section IV we
present a detailed explanation of the proposed methodology.
Section V compares the proposed methodology with state of
the art solutions. In Section VI the impact of the methodology
and its application to other areas are discussed. Finally, Section
VII summarizes the paper and describes future work.

II. PROBLEM STATEMENT AND CONTRIBUTION

The proposed methodology focuses on and contributes to
the following problems:

Identification of malicious behavioral patterns resembling
malware and their most indicative features based on (1) the
simulation of known mobile malware samples and (2) an
analysis and exploitation of the semantics of the mobile
device operating environment from a security point of view.
Furthermore, classification of these patterns according to their
representative features.

Specification of detection algorithms: (1) an efficient, light-
weight algorithm with an optimized set of features for mobile
malware families to be run on the mobile device and (2) a
comprehensive set of powerful algorithms to detect specific
behavioral malware patterns to be executed on the cloud or, in
case of resource availability on the mobile device, delegated
to the mobile device.

Optimization of the distribution of load, power and com-
munication overhead among a cloud service and a set of
mobile devices by taking into account the expected integrity
of the mobile devices during a possible malware.

III. STATE OF THE ART

Mobile systems belong to the family of embedded sys-
tems. The embedded industry, so far, has focused more on
features and other non-functional parameters, such as power
consumption, but only marginally on security [5]. The rise
of mobile, connected devices led to a plethora of mobile
malware opportunities, exploiting known and creating new
attack vectors [6], [7], [8]. The state of the art on threats,
vulnerabilities and security solutions over the period 2004—
2011, together with a comprehensive overview of mobile
malware and predictions on future threats is surveyed in [9].

Bugs in mobile operating systems, which are far from
being absent [10], are often exploited by malware. Malware is
software that gains access for malicious purposes and without
user’s consent [11]. It includes Trojans, worms, botnets, and
viruses. Additionally, users can customize smartphones by
installing new applications. This creates new threats to user

privacy: data can be accessed by malicious software covertly
installed [12] or by exploiting security flaws through any of the
available network connections. Even applications downloaded
from official websites may contain hidden malicious portions
of software [13].

A. Behavioral Malware Detection

Malware can be classified according to various character-
istics. Among them, the usage of behavioral components as
in [14] appears as a promising solution. An extensive survey
covering behavioral based malware-analysis techniques and
tools is given in [15]. Behavioral detection mechanisms are
used in [16] to detect mobile worms, viruses and Trojans. The
authors start with the extraction of key behavioral signatures.
Later on, a database with malicious behavioral patterns is
created and support vector machines are used in order to
train a classifier with both normal and malicious data. The
evaluation of both emulated and real-world malware shows
that behavioral detection not only results in high detection
rates but also detects unknown malware which shares certain
behavioral patterns with existing patterns in the database.

B. Feature Selection and Extraction

In order to extract behavioral patterns, feature selection has
to be done. An extensive survey covering the state of the art
in feature selection can be found in [17], [18].

As described in [19], [9], the architecture of a generic
smartphone consists of the following layers: User, application,
virtual machine or guest OS, hypervisor, physical. For each
functional layer — user, application and hypervisor — the
authors propose distinct features that should be collected when
observing a phone’s behavior.

Apple, Google, and Nokia use application permissions and
review (as part of market curation and signing) to protect
users from malware. The effectiveness of these mechanisms
against malware in a given data set was evaluated in [11].
The authors concluded that the number of permissions alone
is not sufficient to identify malware. However, they could be
used as part of a set of classification features, provided that all
permissions common to the malware set are infrequent among
non-malicious applications.

In [20], it is proposed to identify malware with sets of
permissions. Their security rules classify applications based
on sets of permissions rather than individual permissions to
reduce the number of false positives. In [11], sending SMS
messages without confirmation or accessing unique phone
identifiers like the IMEI are identified as promising features for
such analysis. Legitimate applications ask those permissions
less often [21]. Still, using only asked permissions when
identifying malware produce a high false positive rate. For
example, nearly one third of applications request access to
user location but far fewer request access to user location and
to start at boot time. The authors state that more sophisticated
rules and classification features are required in the future.

One solution for the extraction of representative features on
mobile devices as input for a subsequent anomaly detection



is proposed in [22]. The detection is off-loaded to a server in
the network. In [23], as a feature for detecting the likelihood
of malware infection, the type of applications running on a
device is used. There, if a device contains an application that
is present within the list of known malware applications it
is labeled as infected. While observing just this feature is
not enough to give a precise answer about the device being
attacked, we believe that using it as one of the indicators could
promises good results.

C. Attack Detection

Hidden Markov models have been successfully used to
detect intrusions into regular computing systems [24]. While
these techniques can be considered for the cloud service, their
complexity is expected to be prohibitive for mobile devices.

Initial work has been done on intrusion detection systems
for mobile devices [9]. One approach proposes the use of
simplified intrusion detection systems on mobile phones [25].
A local detection of attacks by monitoring system parameters
(e.g., CPU usage) and reaction at the network level is demon-
strated in [26]. The detection system is based on a database
of virus signatures only and it is not able to detect unknown
attacks. A neural network-based system to detect improper use
of mobile phones is proposed in [27]. This work is obsolete
since it limits its scope just to analog mobile phones. The
authors of [26] propose a framework based on host-based
intrusion detection models for mobile devices. A cloud-based
intrusion detection system that relies on a cloud-side copy of
the mobile device has been proposed in [28]. The purpose of
this system is to implement a complex attack detection system
with minimized impact on mobile performance.

Several promising approaches include the monitoring of
sensor information, which is abundant on mobile devices, to
detect abnormal communication [29], [30], abnormal physical
parameters (e.g. temperature, cpu clock frequency) [31], or
abnormal execution flow [32]. Information coming from all
these monitors can be gathered in order to build advanced
detection techniques [33]. As outlined in [10], several solutions
rely on the observation of battery power. One of the proposed
solutions, VirusMeter [34] monitors and audits power con-
sumption on mobile devices with a behavioral power model
that accurately characterizes power consumption of normal
user behaviors. However, it remains an open research question,
to what extent malware can be detected on smartphones in
daily use, monitoring just the battery power, with continuously
changing user behavior [10].

Depending on the point of view, an attack on a system can
be seen as an anomaly or a failure. Detecting or predicting
such events has been the body of research in different com-
munities for a long time. This knowledge can be leveraged
to adapt and further develop the existing methods. A com-
prehensive selection of works done in the field of anomaly
detection can be found in [35], for failure prediction in [36]
and, since we are classifying observed behavioral patterns,
pattern recognition in [37], [38], [39].

D. Distribution of Attack Detection Algorithms

A model proposed in [40] consists of two components: a
host agent and a network service. The main purpose of the host
agent is to acquire files and send them to the network service,
whereas the network service performs analyses using multiple
detection engines in parallel to determine whether a file is
malicious or not. Another proposed solution is ParanoidAn-
droid [41], that uses the anomaly detection principle. Based
on phone execution traces, security checks are performed on
the synchronised copy of the phone that runs on a server.
Shortcomings of these approaches are their lack of support for
behavioral detection and the delay of detection. Also, in both
approaches data from the mobile side is being continuously
sent into the network (both malicious and non malicious files)
thus raising more privacy issues.

IV. PROPOSED METHODOLOGY

We propose a resource-optimized two-step malware detec-
tion methodology for mobile devices. In order to make the
system more resistant to the increased number of malware
threats, the methodology focuses on the identification of
behavioral patterns known to relate to malware families, rather
than to single malware samples.

The proposed system consists of a cloud service and a group
of mobile devices, as shown in Figure 1. The methodology has
the following procedure:

1) Mobile devices continuously run a local, efficient but
less specific malware detection algorithm. They check
for known families of malicious behavior. Upon detec-
tion, an alarm is raised on a device and sent to the cloud.

2) After receiving an alarm, specific, high precision detec-
tion algorithms are run to check for specific malware
behavioral patterns within that family. The set of algo-
rithms is chosen by the cloud service and is possibly
supported by information from additional alarms raised
by other devices. The specific algorithms are run on
the cloud service using input data monitored on the
mobile device. If the state of resources and the expected
integrity of the device allow it, the cloud service may
also delegate certain algorithms to be run on the devices
themselves. In case one of the specific algorithms rec-
ognizes a malicious pattern, the device is considered to
be infected by malware and appropriate countermeasures
can be taken.

Algorithms to be used for malware detection will be selected
from failure prediction methods, including machine learning
algorithms.

Since a specific malware family can be detected with high
precision in the cloud, based on previous knowledge about the
family it is possible to estimate what damage it can cause and
provide this information to the user. Additionally, if epidemic
behavior is observed within the network a user can be notified
about this, too. Under which conditions and how the user will
be notified is out of the scope of this work, but has to be
considered when deploying such a system.
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Fig. 1. Overall scenario for hybrid malware detection consisting of a cloud service and a set of mobile devices outside of the protected infrastructure.

One of the key issues is being able to minimize false positive
and avoid false negative detections. Reaction latency is also
a major issue as it is essential to stop malware before the
system has been compromised or information has leaked. In
the proposed two-step approach, a higher number of false
positives is accepted in the first detection step with priority on
detection recall. In the second step, high precision algorithms
are run to eliminate false positives.

The methodology can be applied on any operating system.
However, since the vast majority of all mobile malware in
2013 targeted Android devices [2], we propose its application
on smartphones and tablets running the Android operating
system as it has by far the largest install base worldwide and
provides developers and researchers with sufficient freedom
to carry out the foreseen tasks. In the following, we describe
the individual steps of the proposed methodology in detail and
propose solutions for each of them.

A. Behavioral Malware Database Preparation and Mainte-
nance

As it provides the basis for all further steps, the creation of
the malware database is described first. An overview of this
part is presented in Figure 2. Modern mobile devices, such as
smartphones, at their core seem to be no different than known
multi-purpose computing architectures. But their specialization
for specific use cases, coupled with the capabilities to handle
the diversity of those use cases creates a new class of devices.
As opposed to general-purpose PC architectures, most API
calls to access and manipulate data imply strong security and
privacy semantics. For example, the list of APIs on the An-
droid operating system includes Notification Listener, Contacts
Provider and Localization. Our methodology proposes to start
by examining the device operating environments closely to
properly describe their architecture from a security point of
view and deduct possible malicious behavior.

High precision detection,

Upon detection

of malicious behavior,
/ raise alarm

-

User Mobile Device

g

Continuous monitoring and
light-weight detection,
raising of alarms

The process is aided by investigating access patterns pro-
duced by known malware samples. The first step of the
methodology is the development of a comprehensive database
of malware samples and their behavior that goes beyond what
can be found in [11], [42]. This is done by simulating existing
mobile malware and monitoring how it affects the observed
features on a mobile device. After simulation, malicious be-
havioral patterns are created in a similar way as in [16] where
the logical ordering of an application’s action over time is used
instead of observing each action alone.

The aim of the methodology is to use a most comprehensive
set of features (starting with the ones in [22], [43], [11],
[20]) and select significant ones for behavioral patterns by
evaluating precision and recall of the detection algorithms.
The observed features may include traditional monitoring
parameters provided by the hardware and operating system,
such as the number of threads or the amount of memory
usage. In addition, mobile devices provide features that denote
access to specific sensitive data, like address books, photos
or sensors like GPS or the camera. Finally, certain features
provide information about network status or usage and more
specifically, the social context of the phone and its user. The
idea is to leverage the specific characteristics of a device to
infer a set of malicious behavioral patterns.

The identified patterns of the observed features during simu-
lation resemble the behavior of a specific malware sample. Sets
of malware samples that induce identical behavioral patterns
are considered malware families. We call these family specific
behavioral patterns specific behavioral patterns. Simplified
behavioral patterns, including less features, are also extracted.
We call them generic behavioral patterns. Behavioral patterns
are separated into family-specific and generic ones in order
to provide 1) good detection precision of malware families at
the cloud side, 2) an efficient algorithm that is able to detect
suspicious behavior at the device side.
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Fig. 2. Generation of specific behavioral patterns database (left), generic behavioral pattern sets (right) and their respective detection algorithms.

After classification, the most indicative features for the de-
tection algorithms of each pattern set are selected, considering
the methods such as [18]. This is done separately for the
algorithm that is run on the device and the set of algorithms
run on the cloud service. Regarding the latter, for each set of
specific behavioral patterns, an optimized detection algorithm
is defined. This algorithm, including its configuration and an
estimation about its resource requirements is collected in the
database.

The existing malware database is updated upon detection of
new malware samples. New samples are simulated and their
respective behavioral patterns checked in order to decide if the
system is still working with the most representative features.
This is done in order to keep an optimal balance in between
of type of features, their number and precision.

B. Run-Time Malware Detection

During operation, all devices provide an indicator about
their security state: green during regular operation, yellow
when a generic alarm has been raised until all specific pattern
detection algorithms have been run without result and red in
case a specific algorithm finds a match. This state is known to
the cloud service for all mobile devices and can be used for
further analysis, e.g. epidemic analysis of malware propagation
or statistical analysis like the mean time to attack.

In the following, a step-by-step description of the two-step
approach for malware detection is presented, as illustrated
in Figure 3. The challenges and proposed solutions to be
developed are also discussed.

1) Step 1: On-Device Light-Weight Malware Detection:
Basis of the approach is a continuous monitoring and malware
detection on each mobile device, in an attempt to detect
generic behavioral patterns that match known malicious be-
havior. In order to reduce the number of monitored features
and keep the algorithm run on the device efficiently, the
algorithm identifies only generic patterns. The number of
features to be considered is a result of a multi-objective

optimization between precision and recall on one side and
power consumption and complexity on the other. In order to
investigate any detected malware family in a further step, a
high recall has priority.

Upon detection of a malicious generic behavioral pattern,
an alarm is raised. Due to the optimization for resource
requirements and recall, precision is expected to be lower. This
is expected to manifest itself in a fair number of false positives.
For further investigation of the alarm, the behavioral pattern
that led to the alarm is sent to a cloud service together with the
state of currently available resources on the device (i.e. battery,
cpu, memory, network). Different algorithms, such as Naive
Bayes Classifier [44], [45], the Universal Basis Function [46]
and Support Vector Machines [16] are investigated as potential
candidates for on-device pattern recognition.

2) Step 2.1: Matching Suspicious Behavior to Known Mal-
ware: Upon receiving an alarm from the mobile device at
the end of Step 1 means that behavior common to a malware
family was detected. The cloud service then checks the alarm
data to verify whether it can classify the detected pattern into
one of the specific behavioral patterns. The list of specific
behavioral patterns is found in the malware database. Found
specific patterns are ranked by their probability, the ranking
process is supported by alarm data arriving in the same time
interval from different mobile devices. For each of the specific
behavioral pattern sets (hence, malware families patterns),
there is an optimized recognition algorithm. The main goal
of these algorithms is to detect and identify specific malware.
Additionally, since they are run on the cloud service, resource
limitations are of minor concern. More complex algorithms.
which are optimized for F-measure, the combination of pre-
cision and recall, are run. These algorithms are, for example,
Hidden Semi-Markov Models [47] and neural networks [27],
[38]. For each pattern, the best one based on its achieved
confidence level is chosen. After optimization, each specific
behavioral pattern has a customized recognition algorithm
and a number of representative features. Furthermore, the
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Fig. 3. Overview of the hybrid approach for runtime malware detection.

resource requirements for each of the optimized algorithms
are estimated. The database thus holds a specific, highly
precise recognition algorithm configuration for every specific
behavioral pattern set with an estimation of the duration of
such an attack and the resource requirements to run it.

3) Step 2.2: Resource Allocation for Detection Algorithms:
Having a list of potential malware that may have caused the
alarm in Step 1, the cloud infrastructure has to make runtime
decision on where the detection algorithms for each malware
will run, on the device itself or in the cloud. This decision
is the result of a multi-objective optimization among the
requirements for the algorithm, the available resources on the
device (i.e. battery, cpu, memory, network) and an estimation
of the state of compromise of the mobile device. To support
the latter objective, an evaluation of the expected damages
over time by the different malware is needed.

4) Step 2.3: Specific Malware Detection: After the decision
in Step 2.2 about where to run each detection algorithm, they
are executed with the goal to recognize a specific behavioral
pattern set. Detection is carried out for an amount of time
corresponding to the expected duration of the assumed attacks.
In case an algorithm is run on the mobile device, the phone
informs the cloud service only about the outcome of the
algorithm. If an algorithm is run in the cloud, the mobile
device forwards the monitored features to the cloud service.
Communication channels between the mobile devices and the
cloud are protected. If no clear classification can be done by

any of the recognition algorithms, the alarm is considered as
a false positive and the mobile device falls back to regular
operation in Step 1. However, when the confidence of the
malware detection is high enough, either on the device or
on the cloud, a specific alarm is raised that is expected
to have a very high probability to be correct. Appropriate
countermeasures with respect to the damage estimation can
then be employed.

V. COMPARISON OF THE METHODOLOGY WITH STATE OF
THE ART SOLUTIONS

In [16], one possible representation of malware behav-
iors together with the generation of a database of malicious
behavior signatures of different mobile malware families is
described. Unfortunately, to the best of our knowledge this
method was used only for Symbian OS. The methodology we
propose builds on this findings. It starts from applying a similar
approach in order to create a database of different Android OS
malware family behavior.

While existing anti-virus techniques are expected to be
partly effective in addressing smartphone viruses, there are
also several limitations on mobile devices, mainly related to
resource constraints, battery life in particular. Additionally,
polymorphic viruses, which continually rearrange their code to
evade detection, are also being developed for mobile systems.
The one way to detect polymorphic viruses is to look for
virus-like behavior. Smartphone software does not have the



sophistication to detect these viruses, due to resource limita-
tions [48]. Our methodology addresses these shortcomings by
applying behavioral detection algorithms supported by a cloud
infrastructure.

The proposed methodology is more similar to SmartSiren
[49], where each smartphone runs a lightweight agent, while a
centralized proxy is used to assist the virus detection and alert
processes. In SmartSiren, each smartphone reports a summary
of communication activities to the proxy, periodically and
upon detection of abnormal activities. The proxy then performs
a joint analysis on the received reports and detects single
device or system wide viral behaviors. However, SmartSiren
only uses Bluetooth and SMS communication to detect un-
known behavior and is focused just on virus detection. More
comprehensive methodology than SmartSiren, such as the one
we are proposing, is needed. It should include features selected
by statistical methods and related to overall system behavior
and to consider different detection algorithms in both a device
level and cloud side in order to find the efficient ones with
respect to available computational resources and precision.

VI. IMPACT AND APPLICATION TO OTHER AREAS

The proposed methodology can be applied to environments
where connectivity during regular operation is necessary but
the integrity of devices is of crucial importance, such as,
corporate smartphone deployments. In such a scenario, there
is an existing protected, corporate network infrastructure to
which mobile devices can connect via virtual private networks.
Outside the infrastructure, a mobile device is considered to be
constantly in a hostile environment. There, a mobile device
can be attacked by malicious third parties to steal corporate
secrets or to hinder communication, to gain an advantage over
a competitor or to disrupt its operation. A compromised device
will further endanger every other device within the corporate
infrastructure.

By using behavioral detection, a system is more resistant
to new malware. While attackers, by simple obfuscation of
existing malware samples, can bypass binary signatures based
detection, to bypass a system that is based on behavioral
detection of malware families, the creation of a new malware
family is needed, which requires much more effort.

One of the most important properties of the methodology
is that it addresses the limitations of mobile devices by
distributing the behavioral detection algorithms among the
mobile device and a cloud service. It takes into account the
computational resources of a mobile device and, based on
that, proposes appropriate lightweight mechanisms to be run
on it. That makes it suitable for a variety of mobile devices,
starting from older mobile phones with limited computational
resources towards new smartphones and tablets with more
computational power.

Additionally, we foresee that the methodology can be used
also in other embedded systems to protect them against threats.
According to Cisco’s research in [2], malware threats toward
electronics manufacturing, the agriculture and mining indus-

tries are increasing. Although in different scenarios behavioral
patterns can be different, the two steps approach is still
applicable.

VII. CONCLUSION

A methodology for early detection of malware in mobile
devices was presented. The main contributions of the proposed
methodology are in behavioral malware detection of malware
families rather than single malware samples, continuous up-
date of a system if new malware families appear and resource-
optimized, distributed malware early detection taking place,
depending on complexity, on the mobile device or the cloud
infrastructure. Additionally, the system should be able to give
the precise description of detected malware family, estimate
potential damage to the phone and suggest appropriate coun-
termeasures to be taken.
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